
Statistics_________________________________________________________________H Ch 4 

"There are three kinds of lies: lies, damned lies, and statistics."                                         Benjamin Disraeli, 1895 (British statesman) 

H 4-1  Gaussian Distribution 

If a measurement is repeated many times a statistical treatment of the data can provide an indication of the 
reliability of the results.  If the errors associated with the measurement are completely random then the 
Central Limit Theorem assures that the data will follow a mathematical form called a Gaussian distribution 
(bell-shaped curve).  In the limit of an infinite number of measurements the histogram below becomes the 
population distribution denoted by the solid line. 

The histogram on the right was 
drawn to have the same mean, 
standard deviation, and area as the 
smooth curve.  This is not true for a 
finite number of measurements.  
Only in the infinite limit will they be 
the same. 

The population distribution (infinite 
n) is characterized by a population 
mean (average - center of the 
symmetric distribution), µ, and a 
population standard deviation 
(measure of the width of the 
distribution), σ (Harris uses symbol s for a finite distribution). Another useful measure is the square of the 
standard deviation,σ2, known as the variance. 
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A Gaussian curve, yGaussian  is totally defined by these variables:  𝑦𝑦Gaussian  =   1
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Obtaining the Probability 
All measurements contain experimental error. However, by a judicious use of statistics one can associate 
a probability with the result.  To convert the Gaussian distribution into a probability density a new variable 
z = (x − µ) /σ is introduced.  Then the Gaussian curve becomes the normal Gaussian error curve. 
 

 
  

 

 

 

 

Integration of the population distribution between two limits as from x = µ − zσ to x = µ + zσ gives the pro-
bability of obtaining a value of x between these limits.  The integral limits that give 95% of the population 
distribution area (a probability of 0.95) are 95% confidence limits.  The symmetric Gaussian distribution 
requires that these limits be equidistant from µ.  The integral of a Gaussian between finite limits is not 
analytic and the area under the curve is given in tables. 
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  =  0.3989 
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 =   0.2419 

(x = µ ± σ are inflection points) 

 

 

 

 



How can one characterize the reliability of data which is not infinite?  First one needs to obtain the mean 
and standard deviation of the data.  The finite distribution is characterized by a sample mean (sample 
average), ⟨x⟩, and a sample standard deviation, s.  Another useful measure is the square of the standard 
deviation s2, the sample variance.  The quantity n − 1 below is called the degrees of freedom. 
 
 
 
 
H 4-2  Comparison of Standard Deviations with F Test 

To determine whether two standard deviations for two different sets of measurements are or are not 
statistically the same obtain the means and standard deviations for each set 

𝑛𝑛1 measurements, 
 
〈𝑥𝑥1〉 mean,  𝑠𝑠1

 
standard deviation 

𝑛𝑛2 measurements, 〈𝑥𝑥2〉 mean,  𝑠𝑠2
 
standard deviation 

and determine 

 
 

If Fcalculated > Ftable (table given below or found in a spreadsheet) the difference is significant and the two 
measurements are statistically different.  

Hypothesis testing based upon assuming that the null hypothesis is true at a certain level of probability, 
generally chosen to be 5%. The hypothesis is accepted if the probability for it being true is > 5% and rejected 
if the probability for it being true is < 5%. 

Null hypothesis for the F test:  two sets of measurements taken from populations with the same population 
standard deviation; all differences arise from only random variations in measurement 

accept: Fcalculated < Ftable => standard deviations are not statistically different 
reject:  Fcalculated > Ftable => standard deviations are statistically different 
 
H 4-3  Confidence Intervals (inferences based on small samples) 
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𝐹𝐹calculated  =  𝑠𝑠12 / 𝑠𝑠22   where F ≥ 1 



For an estimate of the uncertainty of a limited number of measurements one can use a confidence interval 

 

which implies that the true population mean will be found within a range of ts /√n of the sample mean with 
a confidence level (level of certainty) specified by the particular t chosen if one were to repeat the n 
measurements many times.  Then a 95% confidence interval would include the true population mean in 
95% of these sets of n measurements. Note that this implies that the uncertainty in the sample mean is 
reduced by more measurements by a factor of 1/√n. 

Null hypothesis for the t test: two sets of measurements taken from populations with the same mean; all 
differences arise from only random variations in measurement 

 accept: tcalculated < ttable => means are not statistically different 
 reject: tcalculated > ttable => means are statistically different 

 

 

H 4-4  Comparison of Means with Student’s t (always use 95% confidence intervals) 

Case 1:  Comparison to a Known or Standard Value 

Case 2:  Comparison of Replicate Measurements (apply F test first) 

For this case, the F test must first be applied to the two standard deviations.  Whether the standard 
deviations are or are not statistically equivalent determines which of the set of formulas on the next page 
one uses.  For this comparison when the standard deviations are statistically equivalent one first obtains a 
pooled standard deviation then uses it to calculate a value of t which is compared with t in Student’s t.  If 
the calculated t is greater than the 95% confidence level value of t the two replicates are considered 
different.  When the standard deviations are not statistically equivalent one cannot determine the degrees 
of freedom from the number of measurements and it must be calculated.  For two sets of data with n1 and 
n2 measurements, means ⟨ x1 ⟩ and ⟨ x2 ⟩, and standard deviations s1 and s2 the two sets of formulas are 
 

confidence interval = ⟨x⟩ ±  ts /√n 



 
 
 
 
 
 
 
 
 
 
 
 
Case 2:  Comparison of Individual Differences with Paired t Test 
 
 
4-6  Grubbs Test for Outliers ( use 96% confidence) 
 
To determine whether a particular data point can be excluded 
based upon its questionable veracity, form the Grubbs 
statistic, G 
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If Gcalculated > Gtable then the point can be excluded with the 
chosen confidence level (here 95%).  The mean and standard 
deviation will need to be recalculated.  Hint:  generally do not 
exclude a data point unless you are certain that an error 
occurred in its measurement.  Never exclude more than one 
point.  Always use a G of at least a 95% confidence level. 
 
 
 
 
 
 
 
 
 
NOTE:  For the F, t, and G statistics if the calculated value is less than the table value the null 
hypothesis is true, you do nothing! 
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𝐹𝐹calculated >   𝐹𝐹table 
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